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Abstract

Artificial intelligence is currently at a point of development never seen 
before, promising great benefits that transcend into different social 
spheres. One problem in this regard is the apparent neutrality of the 
algorithms used in their programming and their impact on a large scale 
in relation to the discrimination generated from the biases immersed in 
them, coming from their designers. This is the result of a partial view of 
reality and the person himself. The solution to segregation can be 
found not only in the so-called parities, which are a response intended 
to compensate for errors in programming and result in inequalities in 
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opportunities and privileges for certain groups, but in a look at the 
whole person.

Keywords: biases, automatic thinking, algorithmic fairness, neutrality.

1. Introduction

The development and application of  artificial intelligence (AI) can 
represent a considerable progress for science and technology, but it 
can also appear as a threat to people and their existence on the planet.

Until a few years ago, the use of  AI was a topic of  science fiction 
books in stories that seemed too distant and illusory for the time in 
which they were written, such as Isaac Asimov’s I, Robot or Philip 
K. Dick’s Do Androids Dream of  Electric Sheep? or even cult movies 
such as the Wachowski sisters’ Matrix. Today, technological advances 
and the ethical issues raised in these stories have caught up with us 
and even gone beyond us.

There is a great ignorance among the general population regard-
ing what AI is, what its uses are, what consequences its development 
could bring, why it is morally correct, or not, to allocate so much 
money to its development, etc. 

At the same time, there is a great disinterest on the part of  gov-
ernments and large companies dedicated to AI to make evaluations 
of  the possible ethical, political, social, environmental and economic 
repercussions of  their actions dedicated to it. As well as a lack of  
interest in making a transparent statement of  its effects on the daily 
and future life of  society.

In view of  this situation, it is essential to address these issues in 
the light of  different disciplines, but above all, to consider their an-
thropological implications. One of  them concerns the so-called al-
gorithmic biases that translate into statistical, structural, cognitive 
and social errors that bring with them disadvantages that are ethical-
ly objectionable because they give rise to discriminatory results or 
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systematically produce benefits for one group of  individuals over 
others (11).

Therefore, this article will work on the following hypothesis: if  
AI algorithms contain cognitive biases coming from their designer, 
then discriminatory models that focus only on accidental aspects of  
the person are perpetuated. 

In order to demonstrate this hypothesis, we will start with some 
considerations about the person and his or her dignity. We will then 
turn to cognitive biases and their link to discrimination against peo-
ple. Later, it will be argued how these biases are transferred to the 
field of  science and technology, especially to the field of  AI from the 
training of  algorithms. Some examples of  their consequences will be 
shown and an anthropological basis will be proposed to outline a 
solution.

2. Some initial considerations on the person 
and his dignity

If  one intends to make a study of  the human being, one must start 
from his substantiality understood as “that, which possesses a total-
ity in itself ” (9, p. 11). That is to say, that it does not depend on 
something else to exist and that it has its own characteristics that 
distinguish it from anything else, it is endowed with “an existential 
density so strong that it remains itself  through changes” (5, p. 29).

On the other hand, it is also convenient to refer to the so-called 
accidents that attend to characteristics that may or may not be pres-
ent but do not modify the being. “That the human being is substance 
means then that all his qualities can be predicated of  him: size, 
weight, color, age, sex, etc. and that, in turn, these will be accidental, 
that is to say, whether they are present or not, they will not affect the 
substance that already is” (9, p. 11).

The word persona, from the etymological point of  view, refers to 
the term prósopon that alludes to the masks of  the characters of  the 
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ancient Greek theater. In Roman law, personare refers to the role of  
the individual in society. Later, Christianity picks up this term, but 
emphasizes on the social and human order affirming that person is 
predicated absolutely of  all human beings, designates the uniqueness 
and unrepeatable character of  each one in addition to the equality of  
all of  them before God to reject any possible discrimination. St. Au-
gustine of  Hippo points to the idea of  the person as a being who 
participates in the creator God, we all participate in the same way 
and it is the origin of  equality. St. Thomas Aquinas, taking up the 
definition established by Boethius, says:

In general, person indicates the individual substance of a rational na-
ture. Individual is that which is indistinct in itself, but distinct from oth-
ers. Therefore, in any nature, person means that which is distinct in that 
nature, as in human nature it indicates this flesh, these bones and this 
soul, which are the principles that individualize man. These principles, 
even though they do not mean person, nevertheless do enter into the 
meaning of human person (8).

To reduce the person to his rational dimension is a reductionism that 
forgets the volitional or affective dimension. In the same way, focus-
ing on the intellectual part of  the human being would leave aside his 
psyche and corporeality. The human being is an individual and 
unique being as well as a spiritual being who is capable of  self-tran-
scendence, of  going out of  himself. As Burgos (5, p. 29) points out, 
both men and women “are very special beings because of  the intrin-
sic perfection they possess, which places them above and on a differ-
ent plane from the rest of  the beings of  nature”.

In modernity, Kant would allude to the notion of  the dignity of  
the human being as the value he has in himself  and that, therefore, 
eliminates any possibility of  being bought, substituted or instrumen-
talised. Unlike objects that have a price, the person has an incalcula-
ble value for the mere fact of  existing, it is she who gives value to 
things and the universe itself.
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In the twentieth century, in Populorum Progressio, an encyclical ded-
icated to promoting cooperation among nations, Paul VI empha-
sized the social character of  the human being:

And it is not only this or that man, but all men are called to this full de-
velopment (...) we are obliged to all and we cannot be disinterested in 
those who will come to increase still further the circle of the human 
family. Universal solidarity, which is a fact and a benefit for all, is also a 
duty (20).

It is a requirement for all of  us to recognize ourselves as part of  
humans and to seek the development not only of  some but also of  all 
who belong to it. This will also lead us to speak of  the term “human 
adulthood”, which refers to the fact that all people should be able to 
access the possibility of  building their being from a sufficient having. 
As conditions of  possibility to decide to be and reach human adult-
hood, the need to have is presented, certain minimum conditions are 
required for their development and respond to their vocation (28). 
For this reason, Paul VI emphasizes:

(People must) be freed from misery, find their own subsistence, health, 
a stable occupation with more security; participate even more in re-
sponsibilities, free from all oppression and sheltered from situations 
that offend their dignity as men; be more educated; In a word, to do, 
know and have more in order to be more: such is the aspiration of to-
day’s men, while a large number of them are condemned to live in 
conditions that make this legitimate desire illusory (20).

Paul VI’s aspiration is that all people should be able to have access 
to a steady job, to be free from situations that threaten their dignity, 
to achieve stability and human adulthood. Instead, we find that in 
spite of  the progress that humanity has made, for many human be-
ings, reaching these goals appears to be a mere unattainable dream.

The treatment that a person should have, a being that does not 
depend on others and that is unique from the rest of  existing things, 
that has a vocation and that is called to achieve it together with others, 
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is that of  respect and recognition beyond its accidental qualities. The 
question before these initial reflections is why if  all human beings 
are worthy, irreplaceable, we should not be instrumentalised, we 
have as an end to acquire human adulthood, etc. there are discrimi-
natory practices that promote the fullness of  some at the expense of  
others? The following is a brief  reflection on the subject.

3. Discrimination and cognitive biases

Daniel Kahneman and Amos Tversky (14) in their text Prospect Theory: An 
Analysis of  Decision under Risk were pioneers in pointing out that the 
decisions of  human beings are neither objective nor informed. This 
put on the table that partial information added to beliefs, experienc-
es; prejudices and previous knowledge intervene in the behavior and 
deliberation of  individuals.

People interpret reality and, based on this, they judge and act influ-
enced by the information perceived by their senses and that which they 
receive and accumulate from their environment, in addition to mecha-
nisms that are not always conscious, but that allow them to make im-
mediate decisions and react to the challenges and questions they are 
presented with. This response, which is variable in each person and 
may or may not be attached to rational deliberation, is the product of 
mental mechanisms called cognitive biases that we use to simplify and 
facilitate our daily judgments and actions (12, p. 9).

Although human beings are endowed with intelligence, it is hardly 
admissible to think that all their decisions are accompanied only by 
reason and that they always reach conclusions endowed with objec-
tivity. On the contrary, the evaluations made about reality are often 
partial and the decisions made based on them are loaded with previ-
ous ideas, opinions and convictions that have not necessarily been 
demonstrated or rationally justified. 

Why can we be brilliant in some things and inoperative in others? 
Why do we perform some tasks with special skill and not others? Two 
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types of  thinking have been proposed to answer this question: one 
is intuitive and automatic, which is uncontrolled, does not involve 
effort, is associative and fast, and the other is rather reflexive and 
rational, which in contrast is controlled, laborious, deductive, slow, 
follows rules and is self-conscious (27).

We use one system or another according to the situation we are 
facing. If  a ball is coming at full speed towards us, we will try to 
dodge it without further reflection. If  someone asks how much is 
15,345 times 23 most people will use the reflexive system. The auto-
matic system can be very useful, but relying on it completely can be 
a mistake because many of  its conclusions are drawn immediately 
without any analysis or broad understanding of  the problem behind 
them and are taken as if  they are correct even though they are not 
necessarily so.

People usually have busy lives, which prevents them from re-
flecting at every moment. When they have to make judgments, be-
cause of  the need to come up with immediate answers, they do so 
using basic and automatic rules. They are of  course very practical, 
but they can also bring with them systematic biases known as cog-
nitive biases.

A cognitive bias, then, refers to “the tendency to opt for a specif-
ic way of  thinking, conditioned by intuition rather than discern-
ment” (29, p. 59). These biases are understood as heuristic shortcuts 
that allow the human being to give a quick response to certain situa-
tions in the environment. This entails imposing on reality a selective 
and subjective filter of  information that will lead the subject to make 
decisions or carry out wrong behaviors under certain contexts.

Cognitive biases have opened the discussion on how we think 
and decide, the autonomy with which we choose. The way in which 
our mind handles attitudes and reactions towards others that may be 
loaded with heuristics and affirmations in which there is no reflec-
tion and, therefore, obtain solutions that concentrate only on a part 
of  reality, but do not contemplate relevant aspects to dictate a valid 
and true judgment. 
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A generalized idea as a society, for example, is that the recogni-
tion of  the common dignity that makes us recognize the other as a 
person with equal rights and value is seen as a theoretical aspect 
without great relevance in day-to-day life. This leads to practices of  
violence, intolerance and marginalization and opens the door to hav-
ing an incomplete view of  people or only seeing some of  their di-
mensions or accidental characteristics that are not involved in a per-
son being a person or having a different or higher level.

Discrimination refers to the differentiation made between some 
things and others. In itself, it is not a problem, at least not in all cas-
es, since it can serve to distinguish characteristics or determine the 
treatment to be given, for example, to a person and an object. How-
ever, there is a pejorative discrimination that deals with the different 
treatment given to some groups of  human beings because of  their 
gender, color, sexual orientation, among others, with the objective 
of  “maintaining or establishing an oppressive relationship between 
groups or keeping them in a disadvantaged position” (24, p. 46).

Under pejorative discrimination, that is, when a difference is 
made between beings who share an ontological nature, the demand 
to create public policies and seek means to eradicate some distinc-
tions that have been made towards oppressed or excluded groups in 
an active manner throughout history is indisputable. In this way, hu-
man rights will be guaranteed, aiming at the pretension of  recogniz-
ing all people as free and equal in terms of  dignity and rights, with-
out any distinction due to contingent issues of  the human being as 
mentioned above (24).

One could have the false belief  that the exercise of  automatic 
thinking is only used in the little transcendent activities of  the day to 
day or in the immediate encounters, we have with other human be-
ings. However, we find that biases and immediate responses are also 
present in areas, such as science and technology, which in principle 
integrate reflection, but which are infiltrated by automation precisely 
because of  their ability to offer us resolutions that do not involve 
great effort and are dynamic according to the situation in which we 
are standing.
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4. Cognitive biases in science and technology 
development

In the scientific field there is a very competitive struggle to obtain 
the monopoly of  scientific authority, since this supposes having le-
gitimacy. It should be noted that it is human beings who give mean-
ing to scientific practices and their work. Derived from this, the in-
fluence of  the psyche of  those who carry out research with the 
axioms of  science will be recognized.

Scientific knowledge and technological development are the re-
sult of  the way in which scientists and technologists perform science 
but above all, of  how they learn and conceive it in order to transmit 
it to others. Authors such as Popper (21) allude to this point when 
they point out that the choice of  a purpose of  this type must be the 
object of  a decision that transcends rational argumentation, which 
concerns the individuality of  the subject who works from previously 
internalized conventions and agreements, far removed from the ra-
tionality that later gives rise to science. In other words, not even 
scientists and technologists escape having a partial view of  reality. 

If  these biases are placed in the field of  scientific research, it is 
possible to speak of  inferential illusions. This is because our reason 
works with premises that are nothing more than inferences. In view 
of  this, we find that many of  the scientific theses and classifications 
that have been accepted for a long time are now studied as a product 
of  cognitive biases. Some of  these are as follows:

a) Confirmation bias: involves accepting evidence that supports 
one’s own ideas while adopting a skeptical attitude toward 
contrary theses by assuming them to be biased. In the scien-
tific field, it is common for people to align the results ob-
tained with their own certainties (29). 

b) Halo effect: it occurs when a positive trait of  the person is 
transferred to his research or to his whole person. For exam-
ple, when it is assumed that an outstanding scientist is always 
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right and his observations and conclusions are always cor-
rect. In turn, this is linked to third parties who cite them as an 
indisputable source to support their arguments, giving rise to 
the so-called authority bias (29).

c) Framing effect: this bias occurs when the researcher already 
has a conclusion in mind and seeks to frame it with the results. 

d) Illusion of  control: refers to the tendency that it is possible, 
through control and manipulation, to govern or at least in-
fluence events on which it is not possible to fully act. It as-
sumes that it could be observed without error or without any 
failure (29).

e) Adherence to ideas: scientists analyze the arguments that op-
pose them in an effort to discover flaws in such a way that 
they do not allow their results to be easily questioned (30). 

Science deals with knowing and understanding the causes of  phe-
nomena while technology invents products that do not yet exist but 
are presented as a solution to current problems. The technological 
sector incorporates knowledge obtained thanks to scientific research 
coupled with market information, competitive prices, etc. If  scientif-
ic progress works hand in hand with the technological field, the lat-
ter is not excluded from containing the biases mentioned above.

The situation is problematic because the results of  various re-
search projects are not confined to a laboratory or an academic pa-
per, an example of  which is AI, which is used to solve multiple prac-
tical events. They have repercussions in people’s lives, markets and I 
would even dare to say, in the vision of  the world that we have built 
hand in hand with the progress of  science and technology.

5. Considerations around AI

Intelligence is defined in many ways. However, the definition of  the 
philosopher Burgos (5) is taken up again because it emphasizes some 
of  the aspects that show the difference between artificial and human 
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intelligences: “(it is) the capacity of  the person to go beyond himself, 
transcending himself, accessing the world that surrounds him, un-
derstanding it and possessing it in an immaterial way” (p. 65). That 
is, this conception assumes that intelligence allows the human being 
to understand, know and access reality and in that sense, to possess 
it with special emphasis on the abstraction and immateriality of  
knowledge.

Meanwhile, AI itself  is “a branch of  computer science (that) 
deals with methods that enable a computer to solve tasks that, when 
solved by humans, require intelligence” (3, p. 5). Like other new 
technologies, AI is also characterized by the possibility of  working 
with uncertainty, inaccuracy, fuzziness and probabilities (4).

In addition to this definition, it is possible to distinguish between 
types of  AI: weak AI is “that in which machines simulate intelligent 
behavior using mathematics and computer science in a specific area 
of  application and have the ability to learn” (3, p. 5). General AI is 
“a learning capability in general, including the ability to develop au-
tonomously.” (3, p. 5) Superintelligence or strong AI refers to a de-
velopment superior to that of  the human brain in many areas (3). 

AI has reached a stage of  development where it has the potential 
to significantly modify life on the planet through its application. Giv-
en the potential danger of  AI advancement, in 2017 the Asilomar 
Principles were postulated to regulate its limits. Among other things, 
it is committed to the progress of  “beneficial intelligence”, a link 
between science and politics, transparency, accountability, security, 
service to the common good and specifically: 

20. Precautionary capacity: in the absence of consensus, we should 
avoid making assumptions about the upper limits of future AI capabilities.
22. Risks: risks associated with AI systems, especially catastrophic or 
existential ones, should be subject to planning and mitigation efforts 
commensurate with their expected impact (22).

In view of  these principles, some questions undoubtedly arise regard-
ing, for example, the meaning of  “beneficial intelligence” and who 
will be those who will receive that benefit, all humanity or just a few.
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6. Biases in AI

AI is presented as a new technology introduced to the market only 
about sixty years ago. Although its development is quite early, it has 
been considered that it could be a viable option for decision making 
in matters, for example, social and economic. 

In principle, it is seen as a tool to neutralize the subjectivity that 
has been associated with human decision making by eliminating dis-
criminatory treatment and biases towards certain individuals or 
groups. However, systems using AI can have much broader effects 
and harm many more people without the mechanisms of  social con-
trol and self-limitation that are present in human behavior (26, p. 2). 

AI systems belong to the realm of  weak AI, allowing them to 
perform tasks and provide solutions in particular areas of  human 
knowledge. Machine learning or automated learning, also belonging to 
weak AI, refers to a set of  techniques and methods that allow algo-
rithms to extract correlations from data, which constitute the raw 
material from which learning processes can be automated and unsu-
pervised predictions can be made (11). 

We found that there are different forms of  learning with respect 
to AI. One of  them is the so-called supervised learning. In this case, 
the systems are subjected to a directed training process that aims to 
associate certain characteristics of  the data with the labels that cor-
respond to them. In other words, the data are analyzed in such a way 
as to find elements that allow one category or label to be distin-
guished from another. For example, if  we want to train a model to 
identify faces in photographs, we would have to enter a database 
with photographs of  people and labels that, at the same time, indi-
cate in which part of  the image the face of  each of  them appears.

Initially, the associations made by the AI will be incorrect, but 
they will be corrected until, even from the data, it will be able to ar-
rive at new results with data never seen before and establish whether 
its conclusions are correct. A fundamental premise to consider is 
that the data with which the model will work in the future will be 
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somewhat like, but not the same as, those with which the model has 
been trained (11). 

Instead of  programming a computer to know how to recognize 
one image, it receives many, begins to make connections between 
them, and then weights their characteristics for later use in new im-
ages. For example, a photo of  a dog is passed to the AI, followed by 
a photo of  a Golden Retriever. The algorithm is informed that both 
are dogs and it will be able to identify any dog even if  it does not 
have the same characteristics as the examples given initially (18).

Up to this point, it would be feasible to think that these are only 
issues related to the mere programming of  a system without more. 
However, there are some variations in the data input, coming from 
what we will call from now on algorithmic biases, which can inter-
fere in a devastating way in the quality of  the predictions. As pointed 
out in the introduction, these biases refer to statistical, structural, 
cognitive and social errors that entail disadvantages that are ethically 
objectionable because they lead to results that discriminate against 
individuals or groups or systematically produce benefits for some 
over others (18). In other words, they refer to a probabilistic and 
statistical disparity that comes from an algorithm generated by a 
computer that follows very specific rules that allow it to make deci-
sions established through different codes (16).

Statistics always have errors, so rather than stopping at this point, 
two questions arise. The first responds to the need to know if  these 
errors are balanced among the different populations that make up 
the community and the second to understand where the inequity in 
the statistical rules has arisen. 

The solution to the former refers to the fact that statistical rules 
are not learned by automated systems out of  the blue, but have the 
possibility of  containing biases present in their designer:

Data are rarely neutral, they are linked to people’s experiences and 
histories, so reducing them to mathematical models without taking into 
consideration the circumstances surrounding them in order to give 
them an apparent neutrality, leads inescapably to incomplete and 
wrong results (15, p. 279).
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It is therefore essential to understand how they work, to make them 
evident and to control them in order to eradicate them and eliminate 
the discrimination they can bring with them (26, p. 5). The following 
are some examples:

a) Interaction bias: occurs when the programmer introduces a 
bias in the model, for example, when defining “success”. 
When a selection of  applicants to a university is made, if  the 
programmer has defined a preference that applies only to 
those who come from certain educational institutions be-
cause they are considered academically superior, then there 
will be an interaction bias because those students who have 
not been part of  these institutions will be rejected regardless 
of  any aspect. 

b) Latent bias: refers to when the AI makes inappropriate cor-
relations between the data creating false links. For example, a 
manager has not hired a certain ethnic group and thinks that 
these people tend to live in certain areas of  the city. When 
training for the AI is performed, based on previous decisions 
of  that same manager, the system would learn not to select 
people living in those areas by automating the discarding of  
applications coming from that group of  individuals. 

c) Selection bias: when there is insufficient data representative 
of  the diversity existing in a social environment, i.e., there is 
a disparity in the sample size (26, p. 5). If  an AI were trained 
to predict the skills of  the population of  the university for the 
humanities, the algorithm used would be useless to make that 
prediction in any other university given the low representa-
tiveness of  that population. Another case is that of:

Joy Buolamwini, a computer scientist, (who) discovered that her 
face was not recognized by a facial recognition system while de-
veloping applications in a lab at her university’s computer science 
department. Buolamwini discovered that the data (faces) they 
trained that type of system on were mainly white males. This ex-
plained why the system did not recognize his African American 
face (1). 
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It has been believed that the results offered by AI are more objective 
and neutral than those that a person would reach, since they exclude, 
for example, feelings and emotions, achieving better results that 
meet the needs of  the group to which they are directed.

Despite this, algorithmic systems are sometimes nothing more 
than “opinions written in code”, according to Cathy O’Neil, mathe-
matician and data expert. It is therefore important to consider that 
they are not just algorithms or mathematical models, but that they 
have an impact on people’s lives. The author states: “I worried about 
the separation between technical models and real people and about the 
moral repercussions of  that separation” (17, p. 42). 

We forget that it is humans who develop and design this technol-
ogy, which implies that the biases they possess could be transferred 
to the AI   consciously or unconsciously. In this regard, Coeckelbergh 
(7) says: “often the bias is not intentional: it is common for develop-
ers, users and others involved, such as the management of  a compa-
ny, not to anticipate the discriminatory effects against certain groups 
or individuals” (p. 117).

This leads us to the fact that, if  the initial variables and data with 
which the AI   has been trained are biased with prejudices, its results, 
no matter how good the algorithm used by the AI, will be flawed. If  
these algorithms are used in a social program, in analyzing whether 
a megaproject is viable in a territory where a certain group resides, 
whether or not a person deserves to be subject to credit or hired by 
a company, etc. then the approval does not depend on mere data, but 
has behind it a whole contextual framework that will have to be iden-
tified, analyzed and that constitutes an irreplaceable part of  the de-
velopment of  AI algorithms.

Biases learned by AI are not isolated cases but have been identi-
fied in different environments. For example, Clearview AI promised 
to predict where a crime was going to be committed and identify 
the perpetrator. It stopped being used in many countries such as 
Canada when they realized “the tendency to identify people with 
non-Caucasian features as criminals” (6). In other words, the fact 
of  having Latino or African-American features, minorities in many 
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of  the territories where this system was used, presupposed a greater 
willingness to commit criminal acts. 

Another case is that of Amazon when it tried to employ an AI-
based recruitment system. However, the system was biased against 
women because if  the words “female” or “women” appeared on the 
resume when applying for technical roles they automatically received 
low ratings (25). Amazon’s approach was to train its recruiting tool 
based on the identification of  the most used keywords in the re-
sumes of  the best employees, but without the ability to understand 
the social context. 

According to these examples, we find that algorithmic biases bring 
with them repercussions that are becoming more and more accentu-
ated. That is, they do not only affect the ten or five hundred people 
who were not accepted for a job, but generate a general dismissal of  
certain groups who are denied opportunities because of  something as 
irrelevant as their ethnicity or gender beyond their capabilities.

In the end, we will always have in companies, top managers who 
comply with stereotypes or in prisons people with a certain skin col-
or under the common belief  that this is the right and normal thing 
to do. We cannot forget that neither “...politics, science, art, religious 
forms..., are ethically neutral or inhuman or antisocial by nature. It is 
a human activity and, precisely because it is human, it must respond 
to humanizing criteria” (19, p. 77). We should not blindly trust an 
algorithm to make decisions without first ensuring that it has been 
analyzed and that it has admissible criteria when it comes to evaluat-
ing people whose lives have the possibility of  being greatly disrupted 
by partial or unreflective views.

In view of  this, we proceed to establish some guidelines that lead 
us to at least a momentary solution. 

7. How to integrate equity in the design of algorithms?

Eliminating discrimination, inequalities and promoting respect for 
dignity are not new issues, but have been addressed from multiple 
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perspectives. Today, the challenge does not change when AI plays a 
role, but it involves certain nuances.

So far, we have said that the person is a unique being, that he or 
she does not depend on others to exist, irreplaceable, etc. It has also 
been pointed out that he is a rational being but that his decision-mak-
ing and worldview is not necessarily guided by it alone. Rather, other 
factors come into play, such as beliefs and biases that open the door 
to cognitive biases which, transferred to technology development, 
can filter into the design of  AI algorithms based on data and statis-
tical rules. 

Unfortunately, it is impossible to achieve zero error both in hu-
mans and in what they produce or project. It would be desirable to 
achieve excellence in algorithms and statistics avoiding any failure, 
but in view of  their inaccessibility, the application of  the so-called 
“parities” has been proposed to mitigate them: 

a) Demographic parity: “refers to a demographic distribution in 
which it is sought that people who are part of  a group of  
interest are equally represented in a demographic popula-
tion” (16, p. 141). In other words, there should be a quota 
that allows a balance to be introduced in the data entered into 
the algorithm, depending on the case, similar numbers be-
tween men and women, Caucasians and African-Americans, 
among others.

b) Parity of  thresholds: establishes whether a decision is admis-
sible as fair by measuring people according to the same crite-
ria without considering their ethnic origin (16). Beyond the 
differences implied by belonging to a country, having skin of  
a certain color, gender, the same evaluation should be used 
with some people as with others. If  tests are going to be ad-
ministered using AI for obtaining a job or access to higher 
education, the score and difficulty requirements should be 
the same if  they are applied to Americans and Salvadorans.

c) Error parity: this refers to the possibility that when a decision 
is made based on a statistical rule, there may be an error that 
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can only be verified a posteriori. If  an algorithm were equita-
ble, it would be used in different population groups and 
would tend to err with the same frequency so that both false 
positives and false negatives are generated (16). That is, any 
category of  people divided by any criterion is guaranteed to 
integrate failure as a possible outcome.

It is presented as viable to apply these parities because the responsi-
bility and impact changes when a new technology, in this case AI, 
transcends the direct person-to-person relationship and has the ca-
pacity to normalize and institutionalize biases in a society, not only 
in the present but also in the long term. It is not the intention here 
to delve into Jonas’ Principle of  Responsibility, but it does add to the 
discussion a central point of  his proposal:

The good and evil for which the action was to be concerned resided in 
the vicinity of the act, either in the praxis itself or in its immediate scope; 
they were not a matter of distant planning. This proximity of ends ap-
plies to both time and space. The effective scope of the action was 
scarce. The time for foresight, determination of purpose and possible 
attribution of responsibility was short. In addition, control over circum-
stances was limited. Righteous conduct had immediate criteria and al-
most immediate fulfillment (13, p. 29-30).

That is to say, previously, ethical concerns referred to a closeness in 
the actions of  individuals, responsibility and consequences did not 
exceed the short term. In the case of  AI and the algorithms used, as 
mentioned in the previous section, they have consequences not only 
in the present life of  individuals but even in future generations that 
will be affected by the inequality and exclusion resulting from their 
results.

Added to the parities, a path that would help reduce these diffi-
culties would also be algorithmic audits that, among other things, 
request information from those responsible for both the design, de-
velopment and implementation of  the algorithm. The methodology 
used to create it; data on the learning process and operation of  the 
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system; the databases used during the training and a clear definition 
of  the possible vulnerable groups affected by the implementation of  
the algorithm (10).

By itself, the audit would allow access to an external analysis that 
verifies that the algorithm is free of  biases and that, if  it has them; 
there is a way to mitigate them. On the other hand, knowing who is 
behind them provides a guideline to establish responsibilities and 
understand interests and even contexts behind them. Having clarity 
with the databases implies transparency and openness to admit that 
it is impossible to include all the variables and that is why the other’s 
point of  view is important.

Before going to market, all algorithms should have been audited 
and passed evaluations aimed at proving that segregation towards 
certain people is not the common response.

8. Back to square one

The central problem of  algorithmic biases, one would think, lies in 
the data that are fed into the systems, the low representativeness of  
some groups, etc., so that a first solution would be to introduce par-
ities. Paradoxically, these bring with them the option that the error 
appears with the same constancy in some groups as in others. In 
other words, it is not only a few groups that are affected, but there is 
the possibility that anyone could be affected. This begs the question, 
is this desirable?

The answer does not lie in perfecting facial recognition or deter-
mining a parity quota to ensure that the number of  data entered into 
the system is admissible. In the end, this does not guarantee that 
discrimination will be eliminated (2,14). The real solution is to look 
at the whole person. We must recognize that we have before us a 
valuable being, worthy, deserving of  reaching human adulthood, of  
achieving the best version of  himself  and responding to his calling. 

Cognitive biases are still present in the way we observe the world 
and make decisions. Even so, it is possible to lessen their impact or 
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even eradicate them if, before deciding who is worth more or better, 
we reflect on everything we have learned, the beliefs we have ac-
quired, and see the person instead. 

Algorithmic biases are nothing more than the reflection of  a so-
ciety that is divided by unjustified prejudices, that throughout history 
has been concerned with differentiating rather than building bridges, 
and that has put other interests before the person.

To explain how discrimination occurs through AI systems exclusively 
from a technical point of view would be a limitation (...), AI is a so-
cio-technical concept that can only be explained by taking into consid-
eration purposes, motives and social relations that influence its devel-
opment and implementation (15, p. 281).

Despite this, it is not a reason to stop using AI at present, much less 
to stop its development because, as Idoia Salazar, president of  Odise 
IA, the Observatory of  the Social and Ethical Impact of  Artificial 
Intelligence, points out:

AI is software with the ability to analyze data, draw conclusions, make 
decisions autonomously and learn. It is a technology with enormous 
possibilities to help us have a better life if it is used for good (23).

It is an opportunity to rethink the way we treat our fellow human 
beings and seek measures to mitigate possible damage to society, 
whether intentional or a mere accident of  thoughtlessness, as there 
is responsibility in this. 

9. Final comments

Discrimination comes from differentiating people by focusing on 
accidental characteristics such as skin color, sexual preference, age, 
height, as if  these defined their being and it depended on these par-
ticularities to be more or less human and therefore to have more or 
less value. 
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Discrimination against others is due to a lack of  attention to 
what it truly means to be a person and to respond to the respect that 
each one of  us deserves for being ontologically worthy.

According to the hypothesis put forward, as mentioned above, 
cognitive biases are constantly present in our way of  reasoning and 
acting towards the world and people, which leads us to have a partial 
vision of  reality that would allow us, for example, to see in others 
only their accidents and not their substantiality as persons. This ap-
plies to all people, even to scientists, technologists, algorithm design-
ers, etc. As mentioned above, biases are often introduced uninten-
tionally. To blame them would be, once again, to pretend to work 
with automatons exempt from human faculties such as reason, af-
fectivity, will, freedom and their own biography.

On the other hand, we cannot forget that if  these latter actors 
also use automatic and fast thinking to obtain answers and from 
there programmed, opinions, prejudices and unjustified beliefs can 
easily be filtered out. Faced with this, then, we as humanity are pre-
sented with at least three options: reflect on the biases, determine 
their negative impact and seek means to eradicate them, or simply 
ignore them or deny their existence. 

Taking these biases into the realm of  algorithms and AI machine 
learning represents major problems because their impact transcends 
the practical realm in the lives of  people and their environment. The 
intention is not to build a wall to impede scientific and technological 
progress, but rather to establish minimum guidelines to ensure that 
AI is used for the benefit of  human beings, that it achieves inclusive 
and equitable progress for all, eradicating the illusion of  neutrality 
and that it is, above all, capable of  responding to the demands of  
society.

Behind these biases and segregation itself  lies a rejection of  what 
is different or of  what is shown as separate from an “I” or an “us” 
that is perpetuated from some human beings towards others. When 
these sectioned views of  reality are transferred to algorithms, which 
will have an impact on groups of  people, discrimination by one as-
pect or another increase exponentially and even becomes normalized.
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It is impossible to enclose people in categories because that 
would imply falling into a poor and cut observance of  them. Para-
doxically, human intelligence and the products developed by it, such 
as science and technology, operate in this way. We are forced to di-
vide reality, generate models, include and exclude variables because 
we cannot know everything at the same instant. If  this happens with 
the world, it is an illusion to pretend to know a multidimensional and 
ineffable being such as the person in an absolute way and from that 
to build the rest. 

Knowing the limitations, in turn, is what opens the possibility of  
avoiding thinking that our gaze, that of  scientists or technologists, is 
unique and all encompassing. It is practically impossible to keep our-
selves in reflective thinking and to analyze each of  the steps we take. 
However, if  we manage to contrast the algorithms not with other 
algorithms or reduce their study to their effectiveness according to 
criteria established by some, but with the examination of  more peo-
ple and all that is behind them, such as their contexts, histories, ways 
of  understanding the world, we will gradually create algorithms that 
respond better to what it entails to see the person.

Today there is no rule that allows us to build algorithms free of  
discriminatory biases, but there are people who are able to appre-
hend a little of  who is in front of  them. Like a jigsaw puzzle, one 
places the piece that someone else may had not seen or was trying to 
put in the wrong place. For example, when constructing an algo-
rithm someone has considered that it will include equally men and 
women of  productive age to generate health care insurance and con-
siders only those with a paid job. Someone else realizes that he has 
forgotten the domestic workers who also perform indispensable 
work to keep society moving and who could be eligible for insur-
ance, even if  their work is not paid for monetarily. In other words, it 
is the other person who helps us to see this and many other nuances 
and circumstances of  the person off  the radar, to contrast with our-
selves, until we gradually build the whole. 

A further step will be to recognize that algorithms cannot be 
considered universal or permanent. They must be under constant 
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revision according to firm foundations such as dignity, respect for 
difference that allow us to navigate the new AI horizon. Once a flaw 
is identified in them, we will have to, in the first instance, rely on 
parities and algorithmic audits but in the face of  multiple inconsis-
tencies we will have to discard them and build new ones. It will be 
the disparity of  the other that breaks the fragility of  the biases and 
prejudices that up to now we have accepted it as immovable.

The AI is a computational system subjected to the decision be-
tween different options programmed according to an algorithm, at 
least until now, unable to leave itself. The person is able to choose, 
create, account for failures and invent new scenarios beyond his in-
dividual situation. To expand the analysis in the design of  algorithms 
is to recognize the complexity of  the person and to realize that it is 
in our hands the important decision to face our preconceived ideas 
that we have adopted without justification and to get involved in 
dazzling ourselves before the immensity of  the other.

It is a reality that zero error does not exist both in statistics and 
in our thinking, but it generates an important change to put on the 
table that, given the situation in which we are standing today techno-
logically speaking, we cannot stop studying and denouncing the al-
gorithms that perpetuate models of  injustice and discrimination to-
wards people. 

The anthropological perspective on the subject here discussed is 
indispensable because any progress in the field of  knowledge or 
technology must be based on a correct view of  the person. If  we do 
not know exactly what or who the person is, his or her faculties, why 
he or she is different from other creatures, why he or she is worthy, 
then algorithms would simply obtain answers.

It is true that one ambition is to make processes more efficient, 
but the starting point and the end is the person. The person gives 
meaning to our work as humanity, as well as the demand that we 
make so that everyone is recognized as valuable and has the same 
opportunities. This under the aspiration of  building together a soci-
ety made up of  people who can reach their fullness and develop with 
excellence.
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