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Abstract

The use of artificial intelligence (AI) in laboratory medicine (LM) has led 
to a qualitative leap in the diagnosis of diseases that afflict humans. 
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The development of robots for measurement, calculation and predic-
tion has increased the reliability, validity and reproducibility of AI diag-
nostic tests, leading to an easy choice of such technology in the clinical 
laboratory. However, AI in LM entails several ethical reflections that 
need to be considered. The incipient technology under development, the 
presence of cognitive biases in algorithms and data, the uncertainty of 
robot performance, technological limitations, the threat to privacy, and 
the absence of a legal framework open ethical conflicts that lacerate 
human equity, safety, and autonomy. The technological imperative of AI 
in LM must not overcome responsibility, nor infringe on the dignity of 
the person. 

Keywords: clinical laboratory, diagnosis, liability, precaution, morality, 
technology.

1. Introduction

LM is one of  the most important medical branches in human health 
care (1). Although various definitions persist, LM is considered the 
discipline of  clinical medical sciences oriented to the quantitative 
measurement or qualitative evaluation of  substances in biological 
samples for medical or research purposes. The aim is to improve the 
health status of  the individual and the population in general (2).

LM articulates branches of  knowledge such as biochemistry, 
physiology, anatomy and histology in the diagnosis of  diseases that 
afflict human beings. It uses an arsenal of  laboratory methods and 
techniques such as colorimetric, turbidimetric, enzymatic, potentio-
metric, immunological and molecular biology in order to improve 
the quality of  medical diagnosis (3). 

Currently, to increase the validity and reliability of  diagnosis, AI 
has been introduced as a computational tool (4). Today it is an essen-
tial branch for the work of  health care managers at all levels of  care, 
where the emergence of  ethical problems leads to a deep reflection 
by professionals (5).
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In the area of  LM, AI has burst into different fields and is envi-
sioned to revolutionize the medical diagnosis of  complex specialties 
such as pathological anatomy (6) and precision medicine in relevant 
diseases such as cancer (7). However, the use of  AI in LM should 
consider emerging ethical conflicts in this biomedical field. What 
ethical conflicts related to safety, justice, safety and autonomy are 
envisioned in the use of  AI in LM ( 8)? The aim of  the article is to 
assess the use of  AI in LM in human health care from a bioethical 
perspective. 

2. Methods

The research was conducted following an argumentative approach 
using a documentary review of  scientific literature. Two main the-
matic cores were considered: applications of  AI and ethical conflicts 
of  AI in LM. A search was made of  articles and books published in 
the last 20 years in scientific databases such as Web of  Science, Sco-
pus, PubMed, Science Direct, Google Scholar, Redalyc and Latin-
dex, Web pages of  the World Health Organization (who) and blogs 
of  personalities in English and Spanish. The search was carried out 
using descriptors and keywords (specific to the article) combined 
with Boolean connectors (and, and, and, or, or, or, not, not). A total 
of  125 articles were retrieved, of  which 55 were discarded after read-
ing the abstract or the full text because they were irrelevant or dupli-
cated. The information sources were stored in the scientific infor-
mation manager Zotero for thematic grouping and elaboration of  
content notes. The MAXQDA software was used to process the ar-
ticles and search for thematic nodes using the content analysis meth-
od. The argumentative method was used to state positive and nega-
tive aspects of  IA in LM. The paper outlines the rationale of  AI and 
the main achievements of  its application in LM. Subsequently, the 
ethical implications of  AI in LM are discussed considering ethical 
principles such as responsibility, justice, autonomy and safety. 
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3.Results

3.1. Artificial Intelligence

AI emerged in the middle of  the 20th century with the emergence 
of  computers and the idea of  computational problem solving based 
on propositional logic. However, the idea was discarded due to the 
impossibility of  its imminent implementation in the practical sphere 
(9). The development of  hardware, the increase in storage capacity 
and data processing speed has allowed the exponential development 
of  this branch of  computational sciences.

AI is set to be one of  the great revolutions in the postmodern 
world. Its current use extends to different areas from so-called smart 
devices (watches, phones, computers, cars, biomedical devices) to 
work processes in industry, science, education, health and society 
(10). Words such as bigdata, chatbot, virtual assistants, smartphone, smart-
watch, neural networks, machine learning and deep learning reach our days 
in an avalanche that traps us in a cybernetic swamp.

The definition of  AI is broad, although the consensus conceptu-
alizes it as the set of  computer programs that allow storage, data 
processing and decision making based on previous experiences, sim-
ulating human learning (11). Previous experience is understood as a 
set of  data that reflect reality. 

There are two fundamental variants of  AI today: non-mechani-
cal robots and mechanical robots (12). Non-mechanical robots are 
computer programs that generate a non-mechanical response, such 
as chatbots, virtual assistants (Siri, Alexa, Copilot, etc.) and smart prod-
ucts, among others (watches, telephones, televisions), all of  which 
are widely accepted by consumers. Mechanical robots involve a me-
chanical response, and their appearance can be humanoid or not. In 
this group we find androids, zoonoids, multi-articulated (industrial 
robots, domestic robots) among others.

AI can also be classified into strong, weak and general AI. Strong 
AI learns and generates autonomous responses from the robot, 
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while weak AI generates the same (limited) responses and only a 
change in programming can modify the response. General AI is the 
one that allows diverse learning over time without forgetting them in 
the future. Because of  its complexity, it is only a theoretical approach 
without development in practice (13). 

The creation of  learning machines (machine learning, deep learning 
and natural language processing) attempts to mimic the structure of  the 
human brain based on artificial neural networks. These networks are 
nothing more than information processing elements interconnected 
and organized in layers, allowing communication through the input 
and output of  information from the system (14). 

Robot learning is achieved through three mechanisms: data su-
pervision, unsupervised and reinforced. In the first case, the human 
being programs the robot’s actions according to what is considered 
correct and incorrect by the programmer. From the categorization 
of  the input data, a propositional logic algorithm is established to 
generate a response. In the second case the primary input data and a 
set of  initial logical rules lead to responses which are “decided by the 
robot” from the input information. The machine can incorporate 
new response patterns without the permanent assistance of  the hu-
man being, although training supervised by the programmers is de-
cisive in achieving robotic autonomy (10). 

Reinforcement learning involves trial-and-error learning, receiv-
ing continuous feedback from the developer. The artificial agent re-
acts to signals from its environment that represent the state of  the 
environment. The actions performed by the agent influence the state 
of  the environment. The main objective is to make decisions that 
ensure maximum reward. When the machine makes a correct deci-
sion, the supervisor gives a reward for the last action performed in 
the form of  an evaluation (14).

A simple analysis reveals a set of  advantages of  robots over man 
in functions where health is at risk or where greater efficiency in 
production processes is sought (no need for rest, food and sleep 
periods). In the opinion of  the philanthropist Bill Gates, (15) AI is 
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“as fundamental as the creation of  the microprocessor, the personal 
computer, the Internet and the cell phone”, and is set to revolution-
ize areas of  our current life such as education, health and work pro-
cesses.

3.2. Artificial intelligence and laboratory medicine

The use of  AI in health care is beginning to revolutionize this service 
and human right in postmodern society. It has relevant applications 
in surgery, patient rehabilitation and medical diagnosis (16), although 
it is still in an initial phase, far from its greatest potential (17).

The automation of  the clinical laboratory has been one of  the 
first aspirations in the area of  medical diagnostics. In the 1990s, ro-
bots emerged with the intention of  improving diagnostic processes. 
They increased the sample processing capacity, the reliability of  the 
results and decreased the response time, so important for an effi-
cient diagnosis (18). Its application was mainly in the analytical stage 
of  results, limiting the potential of  this technology.

Nowadays, the clinical laboratory is organized in modular sys-
tems that perform the corresponding functions of  recording, pro-
cessing and output of  information. Modular automated robots per-
form functions such as transporting the biological specimen, taking 
samples for analysis, performing diagnostic tests and presenting the 
results to the patient. However, an intelligent laboratory system that 
has sufficient flexibility to realize a fully automated process has not 
been achieved to date (19).

The use of  weak AI in LM has different scopes such as test se-
lection and prediction, generation and interpretation of  results in 
the diagnostic process (17). In the early years, the use of  AI in LM 
consisted of  data processing. From light absorbance or absorbance 
measurements, standard curves (linear regression mathematical 
models) are constructed to estimate concentrations of  certain ana-
lytes such as cholesterol, glucose, creatinine, among others (4). A 
similar procedure is used to calculate viral load using real-time PCR 
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(qPCR). The calculation of  the Ct (cycle threshold) in qPCR assays 
and its graphic representation as a function of  the number of  copies 
of  the genetic material allows extrapolating the values of  unknown 
samples, assigning a pathological status or not, depending on the 
result (20). Another example is the calculation of  disease risk using 
mathematical models and patient clinical variables such as serum 
protein concentrations and the identification of  disease-associated 
monoclonal gammopathies using the protein electrophoresis tech-
nique (21). The AI system makes it possible to identify the area un-
der the curve for each subgroup of  blood serum proteins and diag-
nose the gammopathy in the patient. This system has not yet been 
widely adopted by clinical laboratory entities, which continue to use 
the traditional method where the human specialist dictates the defin-
itive diagnosis. 

One of  the areas of  greatest contribution of  AI to LM is image 
processing. The integration of  artificial neural networks has made it 
possible to increase the performance of  digital image processing 
with greater resolving power. This has been applied to specific areas 
such as uroanalysis (22), hematology (23) and oncology (24) to name 
a few. 

By generating an image of  the urinary sediment, the AI (machine 
learning) system can compare this unstructured data with a database 
previously introduced to the robot allowing it to reach a diagnosis of  
the patient’s condition. In the hematological field, diseases are diag-
nosed on the basis of  cell morphology (25) (erythrocytes and malar-
ia, for example), although there are reports of  suboptimal diagnostic 
results due to low specificity (26).

Microbiology (27) and flow cytometry (28) also have tools that 
perform diagnosis based on the mathematical analysis of  the images 
obtained from the culture of  microorganisms or the data captured in 
the cytometry. The complex interpretation that a technologist must 
make for diagnosis is simplified to critical reading and approval by 
the technologist. 

In the area of  microbiology, AI plays a fundamental role in iden-
tifying the different microbial species and subspecies that make up 
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the human microbiome. Clinical microbiology informatics is pro-
gressively using AI. Genomic information from bacterial isolates, 
metagenomic microbial results from original samples, mass spectra 
recorded from cultured bacterial isolates, and digital photographs 
are examples of  huge data sets in clinical microbiology that can be 
used to construct AI diagnostics (29). 

AI has contributed to the prediction of  the status of  oncology 
patients by predicting bone metastasis of  prostate cancer (30). In 
addition, accurate diagnosis of  lung ( 31), uterine (32), prostate (33) 
and glioma (34) cancers is reported with sensitivity and specificity 
greater than 95%. It has also played a relevant role in the individual-
ization of  cancer treatment by means of  radiation (35), or in the 
selection of  the ideal treatment (36) for the cancer patient (Watson 
for Oncolgy software, IBM). In all cases the sensitivity, specificity 
and ROC curve (Operator Response Curve) of  the AI model used 
are sufficient to be the diagnostic or treatment method of  choice.

Automation by means of  AI has advantages in clinical diagnosis 
in its pre-analytical, analytical and post-analytical stages. In addition, 
it leads to increased efficiency and customer satisfaction with health 
services associated with improved service activities and reduced 
waiting time (37).

The pre-analytical stage achieves greater control of  the biological 
specimens in the diagnostic process and their use by the different 
modules. The use of  the specimen between the different modular 
units is optimized, achieving a better flow of  samples. In addition, 
errors in the patient registration process and the clinical analysis to 
be performed are minimized. Also, analytical algorithm systems as-
sess the relevance of  diagnostic tests, relieving the responsibility of  
clinical laboratory managers in making decisions on which analytes 
to include in the patient’s diagnostic battery (38). It should be noted 
that AI could assess the inclusion or elimination of  tests issued by 
the physician, which could be an area of  conflict between man and 
technology. 

In the analytical stage, AI has decreased the diagnostic time and 
increased the volume of  activity of  both patients and diagnostic 
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tests to be performed. The most relevant contribution may be the 
rerouting of  samples with questionable results to a new test to en-
sure the result. In addition, it reduces the technologist’s exposure to 
biological samples, which minimizes the risk of  occupational acci-
dents and the acquisition of  diseases transmitted by blood or other 
fluids (38).

In the post-analytical stage, the process of  reporting results, their 
validation and their corresponding issuance to health agencies is ex-
pedited. Diagnostic Decision Support Systems (DDSS) have been de-
signed which contribute to decision-making in laboratory diagnosis, 
which is another area of  potential conflict between the robot and the 
technologist (39). They also advocate the integration of  laboratory 
results with the clinical-therapeutic condition of  the patient, achiev-
ing a harmonization of  the patient’s health-disease process.

4.Discussion 

The who has promulgated the digitalization of  medicine in the work 
agenda proposed for the period 2020-2025 (40). This has led to an 
increase in the implementation of  technology in health services, as 
well as to ethical reflection on these technologies. 

Even though the literature has enunciated ethical concerns about 
AI and medical care, the latent uncertainty surrounding AI and med-
icine merits taking up these aspects, although the primary focus has 
been from the principled approach of  Childress and Beauchamp in 
medical ethics, the analysis from other ethical perspectives and prin-
ciples enriches the reflection. 

The article proposes an ethical assessment from the ethical prin-
ciples of  responsibility, justice, safety and autonomy (41) in the 
framework of  AI in LM. The most relevant aspects are listed below, 
constituting a reflection guide for interested parties such as devel-
opers, medical and political decision-makers, producers and civil 
society.
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4.1. Society, AI and LM 

The use of  AI in medicine invites reflection on the role of  technol-
ogy in society and its use by humans. Is it relevant to implement AI 
in LM? The introduction of  such technology is obviously tempting, 
however, the contextual analysis of  each clinical laboratory and the 
objective evaluation of  the volume of  activity, level of  care and 
health services it provides should be the basis for the decision to 
adhere to the technology. The technological imperative should not 
override human logic in its implementation. Otherwise, the costs 
and delay in the implementation process could deteriorate healthcare 
and neglect the care of  patients and the population in general. 

It is essential to remember that the inclusion of  this technology 
in LM is not equivalent to an increase in the quality of  services. The 
technology is only one component within the clinical laboratory 
quality management system and its erroneous adoption may jeopar-
dize the purpose of  QL and the quality of  services, which can only 
be achieved through a continuous process of  improvement of  the 
work in the laboratory and the establishment of  programs and spac-
es for this purpose (1). 

In the framework of  the responsible implementation of  AI tech-
nology in LM, the inclusion of  stakeholders is a priority. What does 
society think and know about this change in health care?

Recent research shows that patients (42) and physicians (43) ex-
press high satisfaction with the use of  AI in the healthcare process. 
Patients express a high preference for virtual assistants, online con-
sultations and electronic correspondence. Immersed in the immedi-
acy and urgency of  postmodern life, patients highlight advantages 
such as avoiding queues, long waiting times and being able to com-
bine medical diagnosis with other activities. It should be investigated 
whether this preference is maintained in the diagnosis of  catastroph-
ic diseases such as cancer and neurodegenerative diseases, to men-
tion a few. In the case of  the physician, reasons such as increased 
efficiency in the diagnostic process are sufficient for its use, although 
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it is worth mentioning that there is concern and fear of  being dis-
placed by the robot in certain functions.

The introduction of  AI in LM should be done gradually, with the 
participation of  all stakeholders, especially patients. There is still a 
wide lack of  knowledge of  AI on the part of  civil society that must 
be overcome simultaneously with its implementation. The joint par-
ticipation of  physicians, clinical laboratory specialists, technologists, 
AI developers and patients is decisive in the social acceptance of  this 
technology. 

Timely and collegial communication on the modes of  action, 
accessibility, benefits, risks, reparations for harm and future of  LM 
AI should be brought to the table for dialogue with all stakeholders, 
including health policy makers and political leaders. Progress in this 
regard is scarce at the global level, although the main blocks involved 
such as China, the United States and the European Union show local 
progress on the governance of  such technology in society (44) and 
the existence of  ethical codes for the use of  AI in different areas of  
human life (45).

4.2. AI - professional - patient relationship

A controversial aspect in the introduction of  AI to LM is the ro-
bot-professional-patient relationship. Clarification of  roles and 
functions in the diagnostic process should be a priority to establish 
the mechanisms, functions and tasks of  the participants during med-
ical diagnosis. 

There is concern about the supplanting of  the human specialist 
by the robot in the diagnostic process (46). The supposed human-
ization of  the laboratory specialist’s work may imply detraining and 
loss of  competencies, a cessation of  his functions and the exclusion 
of  man using the machine, generating a form of  discrimination in 
health institutions and an ethical dilemma in the use of  technolo-
gy: innovation-unemployment or not innovating-employment. The 
right middle ground would be the solution.
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Currently the use of  weak AI in the LM setting makes the super-
vision of  the medical technologist necessary. Although the autono-
my of  the AI robot is questionable, the role of  human supervision 
is becoming less and less essential. The use of  strong intelligent sys-
tems with a high degree of  autonomy (if  it can be called that) in ar-
eas such as pathological diagnostics is food for thought.

The authors conceive of  AI as a tool in the diagnostic process, 
with the medical professional being the main element in deci-
sion-making based on the information provided by the machine and 
the joint evaluation of  the patient. Possible contradictions between 
the decision of  the machine and the LM specialist must be resolved 
by human rationality with the help of  the machine’s precision. The 
issuance of  the final report of  results, although performed with 
the support of  technology, must be concluded by the human com-
ponent. 

Regarding the robot-professional-patient relationship, an inter-
dependence of  this triad is established where the roles and functions 
of  each participant in the diagnosis should be defined. The robot 
should act as an advisor-consultant in the diagnostic process; how-
ever, in some cases it is already proclaimed as a decision-maker in the 
medical diagnosis. The roles of  consultant-decision maker should be 
assigned according to the capacity to generate an accurate answer, 
the degree of  independence and the patient’s level of  confidence in 
the diagnosis. This situation brings us closer to a dichotomy between 
the paternalism of  the machine versus the autonomy of  the patient 
and the technologist. Will the robot be able to put itself  in the posi-
tion of  the other during the dialogue with the patient, relatives and 
medical staff?

Some research has shown that patient confidence in the diagno-
sis of  difficult prognostic diseases is higher if  performed by a real 
physician than an AI system or an LM AI specialist (47). This confi-
dence increases if  the patient chooses his or her physician and the 
physician decide to use AI for diagnosis (48). In addition, the level 
of  trust has been found to be influenced by other social variables 

https://doi.org/10.36105/mye.2024v35n4.05
https://www.zotero.org/google-docs/?8zNSux
https://www.zotero.org/google-docs/?c6Wk6J


C. A. Román, J. Brenner, D. Andrade

1178 Medicina y Ética - October-December 2024 - Vol. 35 - No. 4
https://doi.org/10.36105/mye.2024v35n4.05

such as the degree of  education, the type of  pathology to be treated, 
and the perception of  the effectiveness of  other AIs such as com-
monly used smart devices ( 49). Some ways to improve trust in AI 
include making diagnostic results more robust, increasing transpar-
ency in the operation of  the technology, and promoting equity in its 
use (50). However, the conflict of  patients who do not trust AI for 
medical diagnosis may arise. Will diagnostic alternatives exist for these 
patients so that the patient is free to choose his or her medical care? 

One impact of  the use of  AI in LM is the de-emphasis of  the 
clinical method, coupled with the overuse of  technology in medical 
diagnosis (51). This has had repercussions in the distancing of  the 
patient, limiting the understanding of  the singular phenomenon that 
is the process of  health-illness in the human being. For some au-
thors, the relationship assumed with AI by the medical community 
is erroneous. They propose a transition that is the opposite of  the 
current one, so as to free the medical professional from adminis-
trative work and allow him to fraternize to a greater extent with the 
patient (52). 

Another aspect under debate is the possibility of  humanizing the 
robot from an ethical and emotional perspective (53). Endowing 
the robot with morals implies the capacity for reflection on what is 
right and good, for understanding the world in the depth of  acts and 
for the integration of  phenomena, including human subjectivity. 
The moral robot must have an awareness of  itself  and of  the world, 
making its actions have an ethical component, avoiding situations 
that violate human dignity. Will it be possible to build a moral robot? 

There are research projects working in this direction, developing 
complex systems of  learning and artificial consciousness (54). Some 
of  the best known are Project Consciousness (MIRI), Self-Aware AI 
(Google DeepMind), Neural Episodic Control (DeepMind), NEuRO-
COG (uE), Neural Simulators (Anthropic), AI Self-Consciousness (MIT), 
among others. The humanization of  the robot from the emotions 
must show empathy and commitment to the patient and his state of  
health, so that the patient feels identified with the robot and actively 
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collaborates in the diagnosis, an aspiration with technological limita-
tions up to the present time.

Some philosophers and scientists have suggested that AI can 
contribute to the moral improvement of  man (55). The moral robot 
can make the physician reflect on conflicts or moral dilemmas in his 
work environment and suggest the fairest course of  action by inte-
grating the biopsychosocial perspective of  the patient. At the same 
time, the robot can identify present or latent ethical conflicts in the 
practice of  the profession, which are considered in decision making. 
Currently, there is AI applied to organ donation and decision-mak-
ing during donor allocation (56) in a fair and scientifically sound 
manner. 

The moral humanization of  the robot suggests several questions 
to be answered by bioethicists, developers, and other stakeholders, 
anticipating situations that could be controversial in the future. 

 • Will it be possible to moralize (through programming) a robot 
by instilling the web of  human values and ethical codes? 

 • Are there technological bases to moralize a robot?
 • What should be the level of  complexity of  the robot’s ethical 

reflection?
 • What are the ethical-legal implications of  the moral con-

science of  machines?

In the authors’ view the use of  AI should not marginalize the con-
tact of  human beings and the perception of  warmth, kindness, pro-
tection and trust offered by the face-to-face encounter of  healthcare 
personnel with the patient. Avoiding the depersonalization of  the 
patient by not being able to share his or her emotions and feelings in 
this diagnostic process requires a solution to this problem. The ro-
bot-specialist-patient relationship should be based on a dialogic in-
teraction that favors the autonomy of  human beings and the heter-
onomy of  the robot. The limits of  the robot’s actions should be 
framed in such a way that the final decisions are favored by a deep 
communication process between the health professional and the 
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patient, with the intervention of  the robot as the main advisor in the 
diagnostic process. The relationship should limit technological pa-
ternalism on the part of  the machine and favor the freedom of  hu-
man beings in decision making. 

4.3. Accessibility to LM with AI

One aspect to be resolved in society is the growing gap in accessibil-
ity to health services (costs and access to technology). The imple-
mentation of  AI in LM implies a process of  technology transfer that 
involves a high investment of  resources by the health system. At this 
point, some relevant questions arise, such as: 

Will the population with fewer economic resources have the pos-
sibility of  using these technological advances in the diagnosis of  
diseases? To what extent will the costs of  medical services increase 
due to the use of  AI and whether these can be assumed by the health 
system? Will taxes on citizens increase due to this improvement in 
medical services? These questions should be analyzed so that the 
investment does not become an additional burden for the govern-
ment, or the citizenry and public health policies should include a 
plan to manage this situation. 

The technological gap between developed and developing coun-
tries, related to technology transfer, should also be considered. The 
digital divide is an undeniable reality between North and South, rich 
and poor, and is a barrier to the equitable implementation of  AI in 
LM. There are still differences in equity in technological access be-
tween North and South in the use of  ICTs such as the Internet, 
digital communication and others, a situation that was experienced 
during the COVID-19 pandemic ( 57) and the problems that arose 
in education and health care. The implementation of  AI, without 
first having solved the digital divide, marginalizes the poorest and 
increases inequity in the use of  technology. If  only the richest have 
access to technology, justice in health care will be tainted and the 
human right to health will be deprived for the sake of  medical tech-
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nicality. The promises of  equity in access to ICT and technology 
transfer between North and South have not been fulfilled. Will the 
situation be different for LM AI?

The solution must include a technology transfer program so that 
developing countries are able to assimilate the technology in a 
smooth, developed-country oriented manner. Only international co-
operation, technology transfer in a fair manner between AI develop-
ing and consuming countries can alleviate the growing technology 
gap, enabling an equitable hardware and software base for the devel-
opment of  digital medicine.

4.4. Safety of  AI in LM

Although AI in LM has shown a high degree of  certainty and reli-
ability, such technology has biases inherent to the human condition 
(cognitive biases), input data, information processing, and machine 
learning that make the medical diagnostic process fallible. 

The presence of  cognitive biases in AI algorithms is inherent 
to human creation. To think that the computer algorithm is alien to 
human subjectivity is a myth that must be reversed in the scientific 
community and the general population. Some research has raised 
concerns about the impact of  cognitive biases in AI (58). Different 
AI systems have been found to include interaction, latent, and selec-
tion biases causing unethical situations such as favoritism, discrim-
ination, and abuse of  power among others. To reverse this myth is 
to be equitable and generate parity in AI populations, criteria and 
errors.

Numerous errors in AI and its applications have been document-
ed such as confusion in facial recognition systems, object identifica-
tion or interaction with intelligent assistants on the web ( 59). The 
Tay chatbot was unveiled via Twitter in 2016. Even though the Tay 
chatbot was not programmed to make racist or discriminatory com-
ments, it was capable of  belittling women, altering the events of  
September 11 in the United States or encouraging the genocide 
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committed by Hitler during World War II. The responses triggered 
an apology from the company that created it, which immediately 
deactivated the chatbot. This situation makes us reflect on the reli-
ability and predictability of  AI systems, showing that they are not 
infallible and unexpected events with unpredictable and unpleasant 
consequences can occur. It is important that developers can foresee 
how to avoid or solve these situations during implementation. 

AI is being applied to LM in leaps and bounds and its results 
have been satisfactory. AI models have shown sensitivity and speci-
ficity values, positive and negative prognostic value similar or slight-
ly superior to human performance in the diagnosis of  different pa-
thologies (60). However, there are still aspects that bias the results 
(61) and should be considered for the use of  this technology in 
humans.

Firstly, the experimental nature of  the technology in the field of  
LM and the existence of  technological difficulties in the program-
ming process are mentioned, introducing relevant cognitive biases 
(58). Difficulties are also noted in the quality and storage of  primary 
data (especially images) and their processing (62). It is suggested that 
the volume of  data is very high and the storage and processing ca-
pacity is insufficient (60), which can generate errors in the informa-
tion output. In addition, there are several uncertainties surrounding 
its operation, especially the dynamics of  the learning process and the 
generation of  the black box effect in the robot’s responses.

Data quality is relevant in the robot training and learning process. 
Data quality problems related to registration and source selection in 
AI development persist at present (63). Data representativeness im-
plies not only a high volume, but also an appropriate selection of  
data so that they are relevant to the health problem to be modeled. 
This may suggest the use of  local data for the solution of  health 
problems specific to the geographic region and the population resid-
ing in that area. 

Some studies assert that the exclusion of  sociodemographic vari-
ables such as biological sex, gender and skin color in AI models for 
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disease diagnosis may be one of  the most common causes of  inac-
curacy and error in the technology (64). Including psychosocial de-
terminants of  disease states in AI algorithms is one of  the main 
challenges for developers. 

Ensuring data quality is also about being thorough about it (rep-
resentativeness and relevance), including as many variables as possi-
ble, avoiding the discriminatory biases of  the technology. Obtaining 
a vast and relevant volume of  data will allow a broader and more 
flexible learning of  the robot, together with a decrease in bias and an 
increase in the indicators of  reliability, validity, sensitivity and speci-
ficity in the diagnosis. In addition, a deep and personalized approach 
to the health-disease process is achieved, revolutionizing the practice 
of  evidence-based medicine.

Some studies report similar results in diagnosis when using dif-
ferent AI learning methods such as convolutional neural network 
architecture, classifiers such as support vector machine or random 
forest (60). However, others posit the superiority of  one method over 
another (65). This situation is more complex when the data to be 
analyzed corresponds to genetic sequences or laboratory images. 
Currently there is no certainty about the best AI learning algorithm 
and which one to use depending on the type of  diagnosis to be gen-
erated (61). The answer to the question: what is the ideal method for 
using an AI tool in healthcare? This is a conflict to be resolved for de-
velopers and specialists. 

There is also uncertainty surrounding the response generated by 
the robot. For scientists, the “reasoning” of  the software and the 
choice of  one response or another during learning remains a mys-
tery (62). Knowing how and why the robot selects a response is one 
of  the most important elements in predicting its performance and 
avoiding or mitigating unintended consequences. AI can make guess-
es from data, but it cannot explain how it arrived at those guesses. 
The mystery of  the black box in the AI response process flies in the 
face of  transparency and plausibility in decision making in the health-
care process. The immediate solution would be a step forward in the 
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solution of  ethical conflicts in this field, which generates difficulties 
in the diagnostic process by the human specialist (66).

4.5. Data confidentiality, AI and LM

The application of  intelligent systems in LM entails the recording, 
storage and use of  a high volume of  personal and patient health 
status data through AI systems and Big Data (5). There is a great 
concern from stakeholders to safeguard data privacy and intimacy. 
Some of  the most controversial issues are the use and protection of  
data generated during the diagnostic process. 

The protection of  stored data should be a policy of  the health-
care institution itself  so that accessibility and privacy are guaranteed 
to patients and authorized medical personnel. The data record 
should be contained in professional software with powerful ano-
nymization and digital security systems, so as to minimize unautho-
rized access to the system, breaches in the information system and 
thus the loss of  patient privacy (67). 

Some authors consider the donation of  data to the health system 
with a view to its improvement and enhancement as a moral obliga-
tion of  the patients (68). This collectivist vision maximizes the duty 
towards the community and minimizes the individuality of  the pa-
tient, which generates a misunderstanding between professionals 
and patients. It is also proposed to dispense with informed consent 
for the use of  stored data when access to the patient is not possible 
or the costs involved are insufferable. These considerations leave the 
patient unprotected against possible situations that may violate pri-
vacy or promote discrimination based on his or her health condition 
and the misuse of  data by employers, insurance companies or other 
entities in society.

For some authors, the health institution should explicitly state 
its intentions with the data at the time of  collection, as well as in 
the near future. Dr. Enrico Coiera considers that it is not enough 
to have an efficient health system if  it then sells its patients’ data 
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to the highest bidder and the patient’s trust in the health system is 
lost (69). According to Larson and collaborators, in 2018 journal-
ists from the New York Times unveiled a commercial relationship be-
tween Memorial Sloan-Kettering Cancer Center and Paige.AI which 
consisted of  giving access to millions of  histological slices stored in 
their databases in exchange for 9% in the partnership (68). Evidently 
the economic interests and the purpose of  the data have an uneth-
ical underpinning, which calls into question the use of  the data and 
the breach of  patient confidentiality. Paradoxically, in some regions 
of  the world, such as the United States, the sale of  customer and 
patient data is standardized.

Possible retributions to patients in the event of  financial gain 
from the use of  this data should also be set out. Abuses related to 
patient benefits were experienced during the iconic Henrietta Lacks 
case (70) and may be repeated in the context of  LM AI. The use of  
an informed consent that the patient must accept may be an alterna-
tive ethical solution. Its wording should be understandable by the 
patient so that he or she can give free consent to data handling.

Finally, the possibility of  a strong AI robot showing autonomy in 
the decision of  data handling must be contemplated. How to oper-
ate in this situation and what ethical and legal regulations should 
ensure the good use of  information by an AI robot? Developers 
should have the final say by limiting this potential risk through re-
strictive programming of  the robot. 

4.6. Legal aspects of  AI and medicine

The implementation of  AI in health care and LM must be accompa-
nied by a solid legal framework (16), so that it protects both devel-
opers and users and outlines ways of  dealing with potential conflicts.

Legal experts are currently debating the legal future of  strong 
AI, which casts a shadow over the landscape. These limitations in-
clude the failure to define a legal status for the robot and the grant-
ing of  a legal status where liability for damages or harm resulting 
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from decision-making is assumed. For some jurists, criminal liability 
applied to the robot is similar to criminal liability applied to corpo-
rate entities, setting a relevant precedent in the assignment of  civil 
and criminal liability to non-human entities (54). The assignment of  
legal liability is relevant in situations in the medical context such as 
malpractice, medical malpractice or negligence, where the harm to 
the patient is palpable and legal action against those involved is fre-
quent. These situations must be differentiated to clarify possible 
damages to the integrity of  the patient or the medical specialist. The 
current paradox lies in whether or not to grant legal personality to 
these robots, which are not yet autonomous but could become so in 
the near future. 

This legal liability puts in the spotlight the robot itself, its devel-
opers, the medical company that uses them, the marketers and the 
physician who made the diagnosis. Who will assume responsibility 
for the harm caused to the patient in the medical diagnosis? Perhaps 
the gradual and proportional approach to the solution of  this dilem-
ma should be reasoned from the current state of  technology and the 
degree of  participation of  the parties in the medical diagnosis. Ex-
pert opinions speak of  the necessary modification of  the current 
legal landscape with a view to contextualizing and including AI in 
the legal framework (9). Resolving the paradox of  product liability 
or conscious autonomy of  the robot is essential to resolve potential 
conflicts in the field of  medicine and AI. 

5. Conclusions

AI is a technology that enhances human disease diagnosis. The in-
troduction of  AI in LM should be oriented to man as an end and the 
implementation of  the human right to health. The implementation 
of  AI in medical diagnosis should be guided by a profound ethical 
reflection, so as not to distort the essence of  this proposal, or to 
mask economic or hegemonic purposes.
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The inclusion of  AI in LM is in a second stage, where the devel-
opment of  software and hardware is essential to achieve the goal of  
efficient, valid and reliable medical diagnosis. Its dizzying develop-
ment and incipient application in LM merit a profound ethical re-
flection on its use, emphasizing risks, benefits and ethical and legal 
implications. In the implementation of  AI in LM, human reasoning 
should predominate as a decision-maker in medical diagnostic pro-
cesses, with technology being an element of  support in decision-mak-
ing. The development of  a coherent and inclusive legal framework 
for AI in LM is crucial to avoid situations that may harm the physical 
integrity, confidentiality and morality of  the parties involved. 

The presence of  a set of  ethical conflicts in the field of  AI calls 
for caution and responsibility in its use in the interest of  preserving 
human dignity. Precaution should be oriented toward projecting the 
risks of  its use and planning how to minimize, mitigate and control 
risks and undesirable events. Responsibility includes the participa-
tion of  all stakeholders in the implementation of  IA, guiding its use 
along the path of  good in the present and the near future. 
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